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Abstract

During language comprehension, we routinely use information from the prior context to help
identify the meaning of individual words. While measures of online processing difficulty, such
as reading times, are strongly influenced by contextual predictability, there is disagreement about
the mechanisms underlying this lexical predictability effect, with different models predicting
different linking functions — linear (Reichle, Rayner & Pollatsek, 2003) or logarithmic (Levy,
2008). To help resolve this debate, we conducted two highly-powered experiments (self-paced
reading, N = 216; cross-modal picture naming, N = 36), and a meta-analysis of prior eye-
tracking while reading studies (total N = 218). We observed a robust /inear relationship between
lexical predictability and word processing times across all three studies. Beyond their
methodological implications, these findings also place important constraints on predictive
processing models of language comprehension. In particular, these results directly contradict the
empirical predictions of surprisal theory, while supporting a proportional pre-activation

account of lexical prediction effects in comprehension.

Keywords: prediction, language comprehension, reading, information theory, psycholinguistics



Brothers, T & Kuperberg, GR. (In Press). Word predictability effects are linear, not logarithmic:
Implications for probabilistic models of sentence comprehension. Journal of Memory & Language

General Introduction

Across multiple cognitive domains, efficient perception and decision making depend on
our ability to exploit statistical regularities in the surrounding environment. During language
comprehension, the role of context is particularly important, as comprehenders must rapidly
extract meaning from signals that are often ambiguous and noisy. Indeed, a large body of
evidence suggests that a word’s contextual predictability is one of the strongest predictors of how
quickly and accurately that word will be recognized (see Kuperberg & Jaeger, 2016; Staub,
2015, for reviews).

While all contemporary models of language comprehension acknowledge the important
role of prior context, there are disagreements about the cognitive mechanisms linking contextual
predictability and word processing difficulty. In the present study, we focus on two classes of
models that make divergent predictions about the precise linking function between predictability
and word processing time — whether it is linear or logarithmic. After providing an overview of
these models, we present data from two behavioral experiments, and a meta-analysis of the prior

literature to help resolve this debate.

Linear accounts

A nearly universal assumption in models of language comprehension is that congruent
sentence contexts facilitate word processing, with predictable words being recognized more
quickly and accurately than unpredictable words (The boat passed under the bridge vs. The artist
was painting the bridge; Balota, Pollatsek & Rayner, 1985; Rayner & Well, 1996; Stanovich &
West, 1979; see Staub, 2015 for a review). These facilitation effects are usually attributed to the

degree of match between the incoming word’s lexical features and features that have been
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predicted based on the prior linguistic context. Here we will use the terms prediction and pre-
activation to refer to any contextually-driven activation of linguistic features (e.g. semantic,
syntactic, orthographic) before they become available in the bottom-up input.

Theoretically, these predictions could be generated by a serial guessing mechanism in
which comprehenders select and pre-activate a single likely continuation at each point in a
sentence (Kleinman, Runnqvist & Ferreira, 2015, Smith & Levy, 2013; Van Petten & Luka,
2012). According to this account, whenever a correctly predicted word appears in the bottom-up
input, it receives a fixed amount of facilitation (F), resulting in faster recognition times. So long
as words are selected according to a probability matching strategy (Vulkan, 2000), this serial
guessing mechanism would produce a linear reduction in processing difficulty as lexical
predictability increases.

Similar facilitation effects would also be produced by a parallel model. According to this
account, readers can predict multiple word candidates, assigning pre-activation in proportion to
each word’s estimated probability of occurrence. Because the features of multiple words are
activated in parallel, any word with a non-zero probability (P) will receive some facilitation (F x
P) if/when it appears in the bottom-up input. Similar to the serial guessing mechanism described
above, so long as comprehenders’ probability estimates reflect the average statistics of the
language environment, the time required for word recognition should decrease linearly as lexical
predictability increases. Here, we refer to this as a proportional pre-activation account.

A linear facilitation mechanism of this kind is currently implemented in the E-Z Reader
model of eye-movement control (Reichle, Rayner & Pollatsek, 2003), and mechanisms similar to

this account have been endorsed, at least implicitly, in many theories of anticipatory processing
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in language comprehension (Delong et al., 2005; Federmeier, 2007; Schwanenflugel & LaCount,

1988; Staub, 2015; Staub, Grant, Astheimer, & Cohen, 2015).

Logarithmic accounts

A different conception of the link between contextual predictability and processing
difficulty comes from surprisal theory, which was first formulated as a theory of syntactic
parsing (Hale, 2001; Levy, 2008). According to this theory, comprehenders assign probabilities
to all possible syntactic parses of the current sentence, and this probability distribution is updated
incrementally after each incoming lexical item. Assuming a deterministic relationship between
higher-level syntactic parses and lower-level lexical inputs, Levy (2008) showed that the
magnitude of the probability shift over syntactic parses, before and after encountering a word
(the Kullback—Leibler divergence), is formally equivalent to the surprisal of that word — its
negative log probability, given the prior context, -logP(W|C). Hale and Levy further
demonstrated that increases in lexical surprisal could correctly predict localized increases in
processing difficulty for several classes of syntactically complex sentences (see also Boston,
Hale, Kliegl, Patil & Vasishth, 2008; Demberg & Keller, 2008). Based on these findings, the
authors proposed that surprisal may provide a key linking function between the mechanisms
underlying incremental sentence comprehension and behavioral measures of processing
difficulty.

This theory of syntactic parsing has also been extended into a more general theory of
processing difficulty during language comprehension (Levy, 2008; Smith & Levy, 2013). The
assumption here is that comprehenders assign probabilities, not just to syntactic parses, but to all

possible message-level interpretations of a sentence. Again, assuming an equivalence between
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the shift in message-level probabilities and the log-probability of each incoming word, the
authors hypothesized that a// word-by-word variation in processing difficulty could be explained
by variability in lexical surprisal.

Surprisal theory has had an important influence on the field of sentence processing.
While it shares some principles in common with the proportional pre-activation account
described above, it can be distinguished in two main respects. First, because this theory predicts
a logarithmic relationship between processing difficulty and word probability, surprisal theory
implies that comprehenders must pre-activate a large number of low probability words, including
continuations that are unlikely to ever appear in the bottom-up input. In Smith and Levy (2013),
a non-anticipatory version of surprisal theory was briefly considered (pp. 309-312), but the
authors ultimately rejected this possibility in favor of an anticipatory mechanism that pre-
activates “large portions of the lexicon” in a non-linear fashion.

The second major assumption of surprisal theory is that it equates the difficulty of
accessing lexical features with the difficulty of fully integrating this information into the prior
context. This assumption is again derived from the formal equivalence between lexical surprisal
and the full shift in probability distributions over message-level interpretations. In this sense, by
collapsing multiple aspects of language processing difficulty into a single mechanism, surprisal
theory takes the principles of incrementality and interactivity to their extreme. Under this
account, reading time differences due to word frequency (Inhoff & Rayner, 1986), semantic
constraints (Rayner & Well, 1996), and syntactic misanalysis (Frazier & Rayner, 1982) are all
generated via a single computational mechanism, reflected in the log-probability of individual

lexical items.
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Another reason to posit a non-linear mapping between predictability and processing
difficulty comes from extensions of the Bayesian Reader model. Although originally formulated
as an account of isolated word recognition (Norris, 2006, 2009), Bayesian Reader has also been
adapted to explain eye-movement behavior during sentence comprehension (Bicknell & Levy,
2010). Within this framework, comprehenders continually sample information from a noisy
perceptual environment in order to reach a desired level of certainty about the identity of the
currently attended word. According to this theory, comprehenders use a process equivalent to
Bayes Rule to optimally combine their prior beliefs about a word’s identity with the bottom-up
perceptual input. When applied iteratively, this process of Bayesian updating results in an
approximately logarithmic relationship between processing time and a word’s prior probability
in context.

Behavioral evidence

In summary, certain models like the proportional pre-activation account predict a linear
relationship between predictability and processing difficulty, while others, like surprisal theory
predict a logarithmic relationship. Despite the large number of studies showing a graded
relationship between lexical predictability and processing time, the precise mathematical
function linking these two variables remains unclear.

Some of the earliest behavioral evidence for a graded relationship comes from Rayner
and Well (1996), who measured reading times for high, medium, and low predictability words
during reading comprehension. In this study, the authors operationalized word probability using
cloze probability, which is the proportion of participants providing a word in an offline sentence
continuation task (Taylor, 1953). In addition to showing faster reading times to more predictable

words, the authors saw some evidence that context effects were larger at the low end of the
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probability scale (Low > Medium = High), consistent with the predictions of logarithmic
accounts. However, a later eye-tracking study using the same sentence materials produced the
opposite pattern of results (Rayner, Reichle, Stroud, Williams & Pollatsek, 2006), with reading
time benefits observed only on highly predictable words (Low = Medium > High). In addition to
these reading time studies, there are a number of word naming and picture naming studies that
have manipulated contextual probability across a wide range of values. Generally, these studies
have reported a roughly linear relationship between contextual probability and naming times
(Griffin & Bock, 1998; McClelland & O’Regan, 1981; Traxler & Foss, 2000), although these
tasks clearly differ in many respects from normal reading comprehension.

There are several issues that prevent these previous studies from clearly distinguishing
the predictions of linear and logarithmic accounts. First, these studies typically included only a
small number of items and participants, resulting in relatively low statistical power. Second,
most of these studies contained only a small number of items in the low probability range (0%-
20% cloze). This is important because this low probability range is precisely where the linear and
logarithmic accounts make the most divergent predictions. Specifically, while a linear account
would predict very small differences in processing difficulty when moving from a 10%
probability word to a 1% probability word, logarithmic accounts would predict relatively large

differences in processing difficulty over this range.

Smith & Levy, 2013

To address these issues in the prior literature, a study was conducted by Smith and Levy
(2013) to help clarify the linking function between lexical predictability and reading times. The

authors analyzed reading times from two naturalistic corpora, which included eye-tracking data
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from the Dundee corpus (N = 10; Kennedy & Pynte, 2005) and a newly collected self-paced
reading dataset based on passages from the Brown corpus (N = 32). The authors estimated
conditional probabilities at each word using trigram co-occurrence measures. They then used a
mixed-effects regression approach to examine the association between predictability and reading
times over a wide range of probability values (10! to 10°). The authors observed a logarithmic
relationship between trigram probability and reading times in both eye-tracking and self-paced
reading measures, and, based on these findings, they suggested that very small differences in
word probability can have a large impact on reading behavior, particularly when they occur at
the low end of the probability scale.

These findings by Smith and Levy (2013) have been interpreted as strong evidence in
support of surprisal theory, and logarithmic predictability effects more generally. However, it is
important to consider some potential methodological limitations of this study. First, there are
inherent limits to the “naturalistic”, corpus-based approach they adopted. In a typical
experimental design, items are randomly assigned to different levels of lexical predictability
while other potentially confounding variables are held constant. In contrast, in a “corpus-based”
design, no experimental control is exerted. Instead, participants are presented with texts that
vary, word-by-word, in both the predictor of interest (e.g. predictability) and other confounding
factors that may also influence reading times. In these designs, regression methods are often used
to statistically adjust for confounding factors. But, even in the presence of statistical controls, it
can be difficult to establish direct inferences in these designs due to measurement error (Shear &
Zumbo, 2013; Westfall & Yarkoni, 2016), collinearity (Friedman & Wall, 2005), and the

presence of unmeasured confounds (Christenfeld, Sloan, Carroll & Greenland, 2004).
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Because contextual predictability was not experimentally manipulated in Smith and Levy
(2013), it is possible that the observed relationship between trigram probability and reading times
was distorted by inadequately controlled lexical or contextual confounds (Greenland, Robins &
Pearl, 1999; Shear & Zumbo, 2013). For example, in natural texts, trigram measures have been
shown to correlate very strongly with unigram word frequency (r = .8, Ong & Kliegl, 2011;
Moers, Meyer & Janse, 2017; Smith & Levy, 2011), which is another variable that strongly
influences word identification times. Given that the relationship between word frequency and
processing difficulty is known to be logarithmic (Carpenter & Just, 1983; White, Drieghe,
Liversedge & Staub, 2018), it is possible, in the presence of measurement error, that trigram
probabilities may “mimic” the effects of subjective word frequency, simply due to shared
variance (Ong & Kliegl, 2011; Westfall & Yarkoni, 2016).

The second methodological limitation in Smith and Levy (2013) was the use of trigram
co-occurrence as an estimate of readers’ subjective lexical probabilities. This corpus-derived
measure of lexical predictability has the advantage of being calculated quickly and efficiently.
However, this measure only takes into account the immediately preceding two words of context,
while human readers are sensitive to much broader contextual constraints (Fitzsimmons &
Drieghe, 2013, Brothers, Wlotko, Warnke & Kuperberg, 2020). For this reason, offline sentence
completions from human readers (cloze completions, Taylor, 1953) have often been considered
the gold standard for estimating subjective lexical probabilities. In fact, conditional co-
occurrence measures such as trigram have been shown to be only weakly to moderately
correlated with such cloze measures (» = .5, Ong & Kliegl, 2011; Smith & Levy, 2011), and to
provide worse fits for human reading time data (Frisson, Rayner & Pickering, 2005; Smith &

Levy, 2011). While ideally this type of estimation error would only add noise to the model, there
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is also the possibility of systematic bias. For example, the relationship between subjective
probability and trigram probability may, itself, be non-linear, which would necessarily distort the

estimated relationship between trigram probability and reading times.

The current study

Given the methodological limitations of Smith and Levy (2013), and the important
theoretical claims put forward by the authors, we thought that it was important to re-examine the
relationship between word probability and processing difficulty using 1) a more tightly
controlled experimental design, and 2) a more direct estimate of lexical probability obtained
from skilled adult readers (cloze). In this way, we hoped to provide a more stringent empirical
test for distinguishing linear and logarithmic accounts.

For the present experiments, we generated a carefully controlled set of sentences in which
cloze probability was parametrically manipulated across a wide range (High: 91%, Moderate:
20%, Low: 1%). To increase the statistical power of our design, we included a large number of
items and participants, as well as sentence materials that sampled heavily at the low end of the
cloze probability scale (where the predictions of linear and logarithmic accounts are the most
distinct). Most simply, if the function linking contextual probability and word processing time is
linear, we should see greater facilitation when comparing high and moderate-cloze words (91%
vs. 20%) than when comparing moderate and low-cloze words (20% vs. 1%). In contrast, a
logarithmic account would predict the opposite pattern, with greater processing time differences
at the low end of the probability scale (logio units, High vs. Moderate: -0.04 vs -0.73; Moderate

vs. Low -0.73 vs -2.00).

11



Brothers, T & Kuperberg, GR. (In Press). Word predictability effects are linear, not logarithmic:
Implications for probabilistic models of sentence comprehension. Journal of Memory & Language

In Experiment 1, participants read single sentences for comprehension at their own pace,
and reading times were measured at each word. In Experiment 2, a subset of these items was
used in a cross-modal picture naming task, in which participants listened to sentence contexts
and then named pictures with varying degrees of predictability. This paradigm allowed us to test
the robustness of our results, using a different presentation modality (auditory sentence contexts)
and a different measure of processing difficulty (naming latency). The large context effects in
this task also allowed us to estimate the shape of the word probability function at the level of
individual participants. Finally, we carried out a combined meta-analysis of eight previously
published eye-tracking while reading studies that also included parametric cloze manipulations
(total N = 218).

To preview our results, in all three datasets we observed a robust /inear relationship
between word probability and lexical processing difficulty, contrary to the findings of Smith and
Levy (2013). Based on these results, we argue that the relationship between word probability and
processing difficulty is, in fact, linear, and that prior evidence supporting a logarithmic

relationship was likely the result of statistical artifact.

Experiment 1: Self-paced reading

In Experiment 1, we examined the linking relationship between lexical predictability and
reading times using the same self-paced reading task employed by Smith and Levy (2013). In
addition to predicting a reduction in reading times with increasing levels of lexical predictability
(Brothers, Swaab & Traxler, 2017; Smith & Levy, 2013), this study was designed to directly test

whether this reduction in reading times would follow a linear or logarithmic function.

12
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Methods
Materials

We selected 216 critical words (nouns, verbs, and adjectives), which we used to construct
sentences with three levels of semantic constraint. Across these three sentence frames, the same
critical word was either high-cloze (91%, STD = 7%), moderate-cloze (20%, STD = 7%), or

low-cloze (1%, STD = 1%), as verified using an offline cloze norming study.

High: Her vision is terrible and she has to wear glasses in class.
Mod: She looks very different when she has to wear glasses in class.

Low: Her mother was adamant that she has to wear glasses in class.

The position of the critical word was always the same within each triplet (average = 10
words, STD = 1.4), and one to five words prior to the critical word were held constant (two
words on average). Two to five additional words were added after the critical word (e.g. “in
class”). These words were always identical within each triplet, and there were no differences,
across conditions, in the mean semantic similarity between words in the spillover region and
words in the prior context (F < 1; word2vec cosine similarity; Mikolov, Sutskever, Chen,
Corrado, & Dean, 2013).

Cloze norming was carried out by participants recruited from the online crowd-sourcing
platform, Mechanical Turk. In this, and all subsequent experiments, protocols were approved by
Tufts University Social, Behavioral, and Educational Research Institutional Review Board, and

all participants provided informed consent. Participants was asked to read one sentence frame
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from each triplet (“The web was spun by the...”) and to provide the first continuation that came
to mind. On average, 90 participants provided a completion for each frame (range: 88 - 93).
Any spelling errors were corrected, and singular and plural completions were scored as the same
word. The final set of items fell into three, non-overlapping groups of cloze probability (high:
100%-65%, moderate: 50%-7%, or low: 5%-0%). For a complete set of sentences, see

Supplementary Materials, https://osf.io/b9kns/.

Procedure

In Experiment 1, we recruited 240 participants from Amazon Mechanical Turk, none of
whom participated in the previous cloze norming study. These participants were asked to
complete the self-paced reading task through a web-based platform (Ibex Farm;
http://spellout/ibexfarm.net). Stimuli were presented in a counterbalanced Latin square design,
with each participant randomly assigned to one of three experimental lists. This ensured that
each critical word appeared equally often across conditions and that no participants saw the same
critical word more than once. Each participant read 216 experimental sentences and 96 filler
sentences, presented in a unique random order. They progressed through each sentence word-by-
word, using a moving window self-paced reading paradigm. (Just, Carpenter & Wooley, 1982).
Reading times were recorded as the time elapsed between button presses when a word was
visible on the screen. Spaces between words were unmasked, similar to natural reading, and,
following 25% of sentences, participants answered a comprehension question:

S: “The athlete loved lifting weights in the gym in the evening.”
Q: “Which workout time does he prefer?” (early / late)

S: “Everett lit the campfire while I pitched the tent near the woods.”
Q: “Were they going to sleep in a hotel?” (yes / no).

14
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Twenty-four participants were excluded because of comprehension accuracies below 75%. In the
final sample (N = 216), average comprehension accuracy was 95% (SD = 5%). This suggests
that, even with remote data collection, participants were attending carefully to the sentence
materials throughout the experiment (for similar reading and comprehension rates in an
undergraduate sample, see Brothers, Swaab and Traxler, 2017). A similar pattern of reading time

results was also observed when using a more stringent accuracy cut-off (>90%)

Data analysis

Before calculating log-transformed cloze probability, one half of a response was added to
items with an observed cloze probability of zero (15% of items; Lowder, Choi, Ferreira &
Henderson, 2018). Linear and log-transformed cloze probability were defined at the item-level,
and these predictors were mean-centered prior to analysis. We used general additive mixed
models (GAMMs) with the mgcv packkage (version 1.8-23; Wood, 2004; Wood 2006) to
estimate penalized cubic spline functions modeling the effects of linear and log-transformed
word predictability on single-trial reading times. We also used linear mixed effects models
(Ime4, version 1.1-17) to directly compare the fits of linear and logarithmic functions. All of
these models were fit using maximum likelihood estimation with random slopes and intercepts
for both subjects and items. Reported p-values were estimated using the Satterthwaite
approximation (/merTest). For original data and analysis scripts, see https://osf.i0/b9kns/.

To capture spill-over effects (Brothers, Swaab & Traxler, 2017; Smith & Levy, 2013), we
combined reading times for the critical word and the two subsequent words. Within items, this

three-word critical region was always identical across conditions. Reading times that were three
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standard deviations above a participant’s condition mean (2.7% of trials), or with critical region

reading times of less than 300ms (0.4% of trials), were replaced with these cutoff values.

Results

Self-paced reading times in the three-word critical region were faster for sentences with
high-cloze words (933ms) than for sentences with moderate-cloze (953ms) or low-cloze words
(957ms; see Table 2). The relationship between cloze probability and reading time was clearly
linear, with larger reading time differences between high-cloze and moderate-cloze words (High
vs. Moderate: 20ms + 7) than for moderate-cloze and low-cloze words (Moderate vs. Low: 4ms
+ 7). Recall that logarithmic models predicted the opposite pattern of results, with larger cloze
effects at the low end of the probability scale. This dissociation (20ms vs. 4ms) was reliable
across both subjects and items, t1(215) = 2.66, p = .008; t2(215) =2.47, p = .01.!

Table 2. Experiment 1 reading times (and within-subject SDs) for critical word (N) and the two
subsequent spillover words

Low-cloze Moderate-cloze High-cloze

1% 20% 90%
Word N 299 (13) 301 (12) 295 (13)
Word N+1 312 (14) 308 (12) 302 (15)
Word N+2 346 (20) 342 (21) 336 (21)

When single-trial reading times were fit with GAMMSs, using raw cloze probability as a
continuous predictor, there was a clear /inear relationship between word predictability and

reading time (see Figure 1). In contrast, when this analysis was performed using log-transformed

! In approximately one third of the items, the critical three-word region included a sentence-final
word. A linear effect of cloze probability was observed at both sentence positions (sentence-
final: HC: 1012ms; MC: 1039ms, LC: 1046ms, non-sentence-final: HC: 892ms; MC: 908ms,
LC: 911ms).

16
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cloze values as the predictor, the GAMM produced a non-linear pattern with stronger reading
time differences at the high end of the probability scale.

To further compare linear and logarithmic accounts, we fit two separate linear mixed
effects models to the data, one with linear cloze probability and one with log-transformed cloze
probability as a predictor. Both models significantly predicted reading time (/inear: b =-27ms, ¢
=-6.92, p <.001; logarithmic: b =-11ms, t = -6.06, p < .001), but the linear model showed a
much better fit, as indicated by Log Likelihood (linear: -322224, logarithmic: -322243). When
quadratic terms were added to two models (cloze?, log cloze?), this significantly improved the fit
of the logarithmic model (b =-9.2, t =-3.53, p <.001), but did not improve the fit of the linear

model (b =-12.0, t = -0.60, p = .55), consistent with the GAMM results.
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Exp. 1: Self-paced Reading
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Figure 1. The upper panel shows the relationship between self-paced reading times (three-word region)
and the predictability of the critical word in Experiment 1. The lower panel shows picture naming times in
Experiment 2. Black lines represent penalized GAM smooth splines fitted to the continuous data, with
dashed 95% Bayesian credible intervals. Blue dots represent mean RTs for low, moderate, and high-cloze
items, with error bars representing 95%, within-subject confidence intervals. Note the linear relationship
between cloze probability and processing time across both experiments (left). When cloze was log-
transformed, the predictability-RT relationship became strongly non-linear (right).

An issue of restricted range?

These findings provide strong evidence for a linear, rather than a logarithmic relationship

between lexical probability and reading time. Specifically, we saw greater facilitation in reading
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times at the high end of the cloze probability scale (91% vs 20%), and linear measures of cloze
probability provided a more accurate model of single-trial RTs.

Before considering the theoretical implications of these findings, we considered a
potential limitation of our approach. Because cloze probability values are based on the responses
of individual readers, the precision of this estimate depends on the number of cloze responses
obtained. Even with a relatively large number of responses (N = 90), it is difficult to estimate
probability differences at the low end of the scale (e.g. 1% to 0.0001%), which is precisely where
surprisal predicts the largest reading time differences. It could therefore be argued, under a
logarithmic account, that cloze probability measures are simply less effective at capturing
reading time variability at the low end of the probability scale.

For example, consider these two sentences used in Experiment 1:

“Over at the loading dock they needed a long hose...”

“My uncle is installing solar panels on his farm...”

While the critical words hose and farm both have cloze probabilities of zero in these contexts,
these words also have conditional trigram probabilities of 0.2% and 0.0008% according to the
British National Corpus (-2.7 logio vs. -5.1 logio). Based on this difference in log-probability,
surprisal theory predicts larger reading time differences for these two critical words than for the
High versus Low probability contrast examined in the current experiment (91% vs. 1%).

To test this prediction directly, we extracted trigram probabilities for each critical word,
employing the same methods used in Smith and Levy, 2013 (Knesser-Ney smoothed language

model trained on the British National Corpus). As expected, there was clear variability in trigram
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probabilities across items (log10 mean = -3.57, range = -7.3 to -0.1), but trigram probabilities
were only weakly correlated with cloze (» = 0.15). This trigram measure also strongly
underestimated lexical probabilities compared to human readers (trigrams: HC: 2.1%, MC: 0.5%,
LC: 0.3%; cloze: HC: 91%, MC: 20%, LC: 1%).

If trigram probability can account for additional variance at the low end of the probability
scale, then including trigram as a predictor should significantly improve model fit, beyond the
effects of cloze. However, this was not what we found. In separate linear mixed effects models,
we saw no significant effects of either raw (¢ = 1.48) or log-transformed (¢ = 0.31) trigram
probability, while the effects of cloze probability remained highly significant (|¢|s > 6). A similar
pattern of results was obtained using a larger and more accurate language model (character CNN,
LSTM model, Jozefowicz, et al., 2016). While this model’s probability estimates were somewhat
closer to human readers’ (r = .36), LSTM model probabilities again accounted for no additional
variability in reading times (Jt|s < 1.5).

To summarize, in a self-paced reading task similar to Smith and Levy (2013), we
observed shorter reading times in the three-word critical region with increasing levels of lexical
predictability. Critically, this predictability effect was clearly linear, with the majority of the
cloze effect being driven by high predictability words. Finally, trigram probability had no
independent effect on reading times, which suggests that our results were not driven by
imprecision in our cloze probability measure or by undetected reading time differences for very

low probability continuations (<1%).

Experiment 2: Cross-modal picture naming
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While the results of Experiment 1 are highly suggestive, they were obtained in a single
language comprehension task (self-paced reading), which showed a relatively modest effect of
lexical predictability (24ms, d- = 0.46). In Experiment 2, we employed a different paradigm —
picture naming, which is also sensitive to differences in lexical processing difficulty (Levelt,
2001). Although cross-modal picture naming differs in many respects from normal word-by-
word reading, we thought this experiment would provide an informative conceptual replication
(Munafo & Smith, 2018), allowing us to test whether this this same linear relationship is
observed across different input modalities (text vs. speech comprehension) and measures of
processing difficulty (reading vs. naming latencies).

In addition, because the sentence context effects observed in picture naming tasks are
extremely robust (Griffin & Bock, 1998) this paradigm can provide an even more precise
empirical test by allowing us to compare the fits of linear and logarithmic models at the level of

individual participants.

Methods
Materials

In Experiment 2, we selected a subset of 84 items from the larger stimulus set used in
Experiment 1. For these sentence triplets, the critical word was always a concrete noun that
could be depicted easily in an image (cloze: High = 92%, Moderate = 20%, Low = 1%). Spoken
versions of each sentence frame were recorded by a male speaker with the critical word and
remainder of