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Abstract

This is the second of two articles that discuss higher-order language and semantic processing in
schizophrenia. The companion article (Part 1) gives an introduction to language dysfunction in
patients with schizophrenia. This article reviews a selection of psycholinguistic studies which sug-
gest that sentence-level abnormalities in schizophrenia may stem from a relative overdependence
on semantic associative relationships at the expense of building higher-order meaning. Language
disturbances in schizophrenia may be best conceptualized as arising from an imbalance of activity
across two streams of processing, one directly drawing upon relationships stored within semantic
memory and the other involving the use of combinatorial mechanisms to build propositional
meaning. This article also discusses some of the ways in which the study of schizophrenia may
offer new insights into the cognitive and neural architecture of the normal language system.

Introduction

This is the second of two articles that discuss higher-order language disturbances in
schizophrenia. The first article gave an overview of the schizophrenia syndrome and the
ways in which its language abnormalities have been traditionally studied and conceptual-
ized. This article discusses the use and potential for psycholinguistic methods to further
characterize language dysfunction in schizophrenia.

As explained in the companion article, two main explanations have been proposed to
account for language dysfunction in schizophrenia: abnormalities in semantic memory
and abnormalities in the build-up and use of ‘context’. ‘Context’ abnormalities have often
been attributed to abnormalities of working memory and ⁄or executive function. These
two explanations have usually been considered separately. There have been few attempts
to link them together or to relate them to either psycholinguistic or cognitive neurosci-
ence models of the normal language system. Ultimately, however, semantic memory and
context-building mechanisms must interact such that individual elements are combined to
build a meaningful whole. Understanding the nature of such combination and how inter-
actions between different cognitive mechanisms break down is important in a complex
disorder of higher-order thought and cognition like schizophrenia. Language is a well-
studied system through which we have some idea about the rules, constraints and mecha-
nisms that allow this type of combination (Jackendoff 2002).

In the first part of this article, I will discuss a sample of representative studies that have
taken a psycholinguistic approach to study schizophrenia (for more comprehensive
reviews of language abnormalities in schizophrenia at the level of words, sentences and
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discourse, see Ditman & Kuperberg, 2010; Kuperberg et al. 2009; Kuperberg et al.
2010). I then discuss some future questions and directions for psycholinguistic research in
schizophrenia. Finally, I discuss some of the ways in which the study of schizophrenia
may offer insights into the cognitive and neural architecture of the normal language sys-
tem. More specifically, I will suggest that abnormalities of language function in schizo-
phrenia can be conceptualized within recent frameworks holding that normal language
processing entails a dynamic balance between semantic memory-based and combinatorial
syntactic-based mechanisms.

1. Psycholinguistic Studies of Sentence Processing in Schizophrenia

Most of the psycholinguistic studies discussed here have used online methods which tap
into representations and processes as language is built up in real time. Some have used
behavioural methods, requiring participants to self-pace their way through sentences or to
make lexical decisions on probe items presented immediately after a sentence. Others
have employed scalp-recorded event-related potentials (ERPs) – electrophysiological
activity that is time locked to specific words and then averaged over large number of
trials to produce distinct waveforms or components (Luck 2005). I will also consider
studies that have used functional neuroimaging methods to yield information about the
neuroanatomical basis of language abnormalities in schizophrenia.

1.1. USING CONTEXT IN SENTENCES AND DISCOURSE

Initial online psycholinguistic studies in schizophrenia focused on whether patients were
sensitive to semantic ‘context’ during online processing of language. These studies were
inspired by the evidence that the speech of thought-disordered patients is less predictable
than that of non-thought-disordered patients (see accompanying article). In an initial study,
we used a paradigm developed by Marslen-Wilson, Brown and Tyler (1988) in which
patients monitored target words in spoken sentences that violated different types of seman-
tic constraints imposed by their preceding context. We showed that patients who were
thought-disordered were relatively less sensitive to such violations than patients without
thought disorder and healthy controls (Kuperberg et al. 1998). This insensitivity to context
was particularly prominent when the target word violated the selection restriction
constraints of its preceding verb (e.g. ‘The crowd was waiting eagerly. The man drank the
guitar…’) rather than the real-world pragmatic constraints of the preceding context as a
whole (e.g. ‘The crowd was waiting eagerly. The man buried the guitar…’). Insensitivity to
context also tracked with severity of thought disorder in the same individual patients over
time (Kuperberg et al. 2000).

ERP studies have also examined patients’ sensitivity to semantic incongruities within
sentences, focusing on the N400 waveform which is evoked between 300–500 ms after
word onset. In healthy individuals, the N400 is evoked by all words in a sentence but is
largest to words that are semantically incongruous or unexpected with their preceding
context (Kutas et al. 2006). The ‘N400 effect’ (the attenuation of the N400 amplitude to
contextually congruous versus incongruous words) is thought to reflect the ease of map-
ping the meaning of a word on to the meaning of its context, with respect to information
stored within semantic memory. Most sentence processing studies in schizophrenia have
reported that the size of the N400 effect is normal in patients (Andrews et al. 1993;
Kuperberg et al. 2006c; Nestor et al. 1997; Niznikiewicz et al. 1997; Ruchsow et al.
2003), although it can be reduced under some circumstances (Adams et al. 1993; Mitchell
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et al. 1991; Ohta et al. 1999; Sitnikova et al. 2002). Some studies that have introduced the
incongruity on sentence-final words have noted a reduction of the N400 effect in patients,
perhaps because of the relatively high processing demands as participants attempt to evalu-
ate and ‘wrap-up’ the meaning of an implausible sentence as a whole. The N400 effect is
also smaller in patients than controls when there is a requirement to build context over
more than one sentence: Ditman and Kuperberg (2007) showed that, unlike controls,
patients failed to attenuate the N400 to words that violated their discourse context, even
when the critical word was semantically congruous with its immediate sentence context.

Finally, in an fMRI study comparing semantically incongruous and congruous sen-
tences, patients showed normal modulation of temporal and inferior frontal cortices.
However, relative to controls, they showed reduced activity within the dorsolateral
prefrontal cortex (DLPFC) and inferior parietal cortex (IPC) – regions that may be
engaged when the costs of constructing an implausible overall sentence meaning are high
(Kuperberg et al. 2008).

1.2. USING CONTEXT TO RESOLVE LEXICAL AMBIGUITY

A second approach has focused on the resolution of lexical ambiguity within sentences.
Here, the attempt has been to explain why patients’ language is dominated by semantic
associations at the expense of using overall context. Most of this research comes from
the study of homonyms – words that sound the same but that have more than one
meaning.

There is a long history of studying homonyms in schizophrenia, going back to the
early 1960s when Chapman et al. (1964) reported that, in comprehending sentences like
‘When the farmer bought a herd of cattle, he needed a new pen’, patients were more
likely than healthy adults to misinterpret ‘pen’ in terms of its dominant meaning (a writ-
ing instrument) rather than its contextually appropriate subordinate meaning (a place
where animals live). To examine the online mechanisms leading to such errors, Titone
et al. (2000) asked participants to listen to sentences containing homonyms and to make
lexical decisions to visually presented target words presented after each sentence. These
target words were either semantically related or unrelated to either the dominant or the
subordinate meaning of the homonym. When the sentence context biased moderately
towards the homonym’s subordinate meaning, controls failed to show priming of the
homonym’s dominant meaning. This indicated that they used the moderately constraining
context to suppress the homonym’s dominant meaning. Patients, in contrast, showed
priming of the homonym’s dominant meaning suggesting that it was not suppressed by
the context. Encouragingly, in the same experiment, patients were able to use a more
strongly biasing context to suppress the homonym’s dominant meaning.

Sitnikova et al. (2002) took a similar approach with ERPs, measuring the amplitude of
the N400 waveform. In this study, participants read sentences that biased towards either
the dominant meaning (e.g. ‘Diving was forbidden from the bridge...’) or the subordinate
meaning (e.g. ‘The guests played bridge...’) of a homonym (‘bridge’); the second clause
introduced a critical word that was always semantically associated with the dominant
meaning of the homonym (e.g. ‘...because the river had rocks in it’). As expected, healthy
adults produced a reduced N400 to contextually appropriate versus inappropriate words
in the second clause (e.g. to ‘river’ when the initial context was ‘Diving was forbidden
from the bridge...’ versus ‘The guests played bridge…’). In patients with schizophrenia,
however, the amplitude of the N400 to ‘river’ was equal in both conditions: the domi-
nant meaning of the homonym (‘bridge’) appeared to have inappropriately primed ‘river’,
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despite the incongruous context. Critically, the same patients in the same study showed a
normal N400 effect to unambiguously contextually incongruous words that, in half the
sentences, were introduced towards the end of the second clause (e.g. ‘cracks’ in
‘…because the river had cracks in it.’). Once again, these findings were taken to indicate
that patients failed to suppress the contextually inappropriate meaning of the homonym;
they were inappropriately dependent on semantic associations between individual words
at the expense of building whole sentence context.

1.3. PITTING SEMANTIC ASSOCIATIONS AGAINST SYNTACTIC STRUCTURE

A third line of research has more directly probed interactions between stored lexico-
semantic relationships and the build-up of meaning within clauses through syntactic
mechanisms in schizophrenia. Consider the sentence (1) ‘Every morning at breakfast the
eggs would eat…’. Despite the strong semantic relationship between ‘breakfast’, ‘eggs’
and ‘eat’, the rules of syntax dictate that the sentence has an impossible meaning: ‘eggs’
is syntactically assigned as the Agent (the do-er of the central action, ‘eat’), even though
‘eggs’ are inanimate and therefore do not possess the semantic properties to be able to
eat. After encountering the word ‘eat’, healthy individuals did not experience any initial
cost in processing between 300–500 ms (they produced no N400 effect). A few millisec-
onds later, however, they did show increased neural costs, as evidenced by a Late Posi-
tivity or P600 effect (Kuperberg et al. 2006a, 2007b, 2003b; reviewed by Kuperberg
2007). The P600 effect may reflect increased and prolonged attempts to construct an
implausible propositional meaning combinatorially, particularly when there is increased
need to override semantic relationship that match information stored within semantic
memory – in this case, the relationships between ‘eggs’ and ‘eat’. 1 In other words,
despite the temporary ‘semantic illusion’ (the failure to produce an N400 effect to the
semantic violation on ‘eat’), healthy individuals engage in additional processing and even-
tually use syntactic constraints to derive a final interpretation of the sentence, even if it is
highly implausible.

Sentences such as (1) contrast with sentences like (2): ‘Every morning at breakfast the
boys would plant…’. This sentence is also incongruous with real-world knowledge, but
here the incongruity does not arise from the syntactic structure of the main clause
(boys can plant), but rather through relating it to words in the preceding context. In
this case, healthy individuals produce an N400 effect to ‘plant’, reflecting a relatively
greater processing cost in mapping semantic relationships between incoming words on
to relationships stored within semantic memory (boys are unlikely to plant at breakfast
time).

We used these stimuli to examine the relationship between semantic and syntactic
processing in schizophrenia (Kuperberg et al. 2006c). Patients with schizophrenia pro-
duced a normal N400 response to sentences like (2), suggesting that they were able to
map incoming information on to stored semantic relationships. In addition, like healthy
controls, they also failed to show an N400 effect to words such as ‘eat’ in sentences like
(1). Unlike controls, however, they failed to produce a later P600 effect to these viola-
tions. Moreover, they were more likely than controls to erroneously classify these sen-
tences as normal rather than semantically anomalous (see also Kuperberg et al. 2006b). In
other words, patients failed to register the implausibility of the proposition, and both their
online processing and their final interpretation of these sentences were driven by semantic
relationships between the individual words rather than by the combination of individual
meanings of words and syntactic structure.
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2. Directions for Psycholinguistic Research into Language Dysfunction in Schizophrenia

Taken together, the types of findings reviewed above suggest that patients with schizo-
phrenia have difficulties in using combinatorial mechanisms to build up whole sentence
meaning, particularly if it is implausible, and that their comprehension is inappropriately
driven by stored semantic information about a word and its associations. As discussed
below, a major question for future psycholinguistic research is whether this imbalance
between combinatorial and semantic associative processing is a general principle that can
explain the full range of language abnormalities seen in schizophrenia, as described in the
companion article.

2.1. RELATIONSHIPS WITH THOUGHT DISORDER AND LANGUAGE OUTPUT

The inspiration for most psycholinguistic studies carried out in schizophrenia to date has
been the phenomenon of ‘thought disorder’, in which associations between individual
words dominate language output at the expense of building up sentence or discourse level
context. Thought-disordered language output is seen in only a subset of patients with
schizophrenia. Yet, in almost all of the online psycholinguistic studies described above,
abnormalities have been observed both in patients with and without clinical evidence of
thought disorder at the time of testing. This suggests that they may characterize schizo-
phrenia as a whole – an idea that was originally proposed by Bleuler, who coined the
term ‘schizophrenia’, and who saw ‘loosening of associations’ as a basic cognitive distur-
bance that could explain multiple features of the disorder (Bleuler 1911 ⁄1950). However,
these observations raise important questions about the link between these psycholinguistic
abnormalities and the clinical phenomenon of thought disorder itself.

One possibility is that thought disorder only becomes clinically manifest when an
imbalance between the build-up of propositional meaning and semantic associative
processing is at its extreme. Consistent with this idea, some studies have shown that,
within the cohort of patients with schizophrenia tested, the behavioural and neural
impairments described are most severe in the most thought-disordered patients
(Kuperberg et al. 2006b, 1998). A related possibility is that an additional abnormality of
semantic memory function is necessary to tip the system into further imbalance and
produce clinical thought disorder. One possible additional abnormality may be a superim-
posed automatic overactivity within the semantic associative network which appears to be
relatively specific for thought disorder (see accompanying article).

A related question is how an over-reliance on stored semantic associations affects language
production, which is how thought disorder is clinically assessed and quantified. To date, the
types of psycholinguistic paradigms used to study schizophrenia have all measured language
comprehension. The underlying assumption has been that these comprehension studies
tap into the same semantic associative abnormalities that affect production. However, there
has been little work testing this assumption. An important direction for future psycholinguis-
tic research in schizophrenia will therefore be to use language production paradigms to
determine how and when semantic associative disturbances interact with the stages of lexical
access, selection and monitoring during the production of words, sentences and discourse.

2.2. SYNTACTIC COMPLEXITY

As explained in the accompanying article, there is evidence that the speech produced by
patients with schizophrenia is syntactically less complex than that of healthy controls. In
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addition, patients show some deficits in comprehending long and grammatically complex
sentences. Patients’ impairment in comprehending syntactically complex sentences corre-
lates with their poor performance on a verbal working memory (WM) span task. These
findings have generally been taken as evidence that syntactic impairments in schizophrenia
are mediated by their WM dysfunction (Bagner et al. 2003; Condray et al. 1996, 2002).
This conclusion, however, may be premature for several reasons. First, the correlation
between poor WM function and language function may be mediated by other un-
measured variables. Second, although globally impaired in comprehending syntactically
complex sentences, patients show the same relative deficit as controls in comprehending
syntactically more complex object-relative sentences, e.g. ‘The candidate that the gover-
nor endorsed lost the campaign’, relative to less-complex subject-relative sentences, e.g.
‘The chemist that questioned the professor discovered the cure’ (Bagner et al. 2003;
Condray et al. 1996, 2002). It is therefore possible that patients are able to engage certain
syntactic mechanisms that are not reliant on general WM resources to distinguish
between these two types of sentences. Their global deficits in comprehending long and
syntactically complex sentences may result from deficits in combining syntactic with
lexico-semantic information to assign (or reassign) thematic roles and ⁄or in evaluating the
resulting proposition for plausibility, and it may be these deficits that are mediated by
their more general WM impairments (see Caplan and Waters 1999 for discussion with
respect to normal language comprehension and aphasias). As discussed previously, such
impairments may, in turn, lead to patients’ over-reliance on semantic associations
between individual words for interpretation.

These ideas are fairly speculative. The dependent measure in these studies has been
end-of-sentence judgments about ‘who did what to whom’. This limits inferences that
can be made about the specific stages and mechanisms by which patients’ deficits arise.
Semantic relationships between words and plausibility have not been explicitly manipu-
lated. The use of online psycholinguistic methods will allow these hypotheses to be tested
more definitively.

2.3. DISCOURSE-LEVEL ABNORMALITIES AND FIGURATIVE LANGUAGE

Many of the clinical phenomena that characterize thought-disordered speech, such as
tangentiality and derailment, suggest impairments in building causal and logical coherence
across sentences. As also discussed in the accompanying article, patients’ speech also shows
clear evidence for abnormalities in establishing referential coherence. Despite these obser-
vations, there are hardly any studies examining online mechanisms of discourse-level
impairments in patients. This may be a particularly fruitful area of research given that, as
discussed later in section 4.2, some current models of normal discourse processing place a
large emphasis on the contributions of stored relationships within semantic memory to
the build-up of coherence (see Ditman and Kuperberg, 2010, for an overall framework
for studying discourse comprehension in schizophrenia).

It will also be important for future studies to determine whether an imbalance between
combinatorial and semantic memory-based mechanisms contributes to patients’ problems
in comprehending figurative language. Some preliminary evidence for this idea comes
from a behavioural priming study by Titone et al. (2002). In this study, patients were
presented with idioms which are thought to be stored within semantic memory as a
whole. Some idioms such as ‘kick the bucket’ have both non-literal interpretations and
plausible literal interpretations. These idioms effectively primed targets that were related
to their literal meaning (e.g. ‘shovel’). Unlike in healthy controls, however, they failed to
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prime targets that were related to their non-literal meaning (e.g. ‘death’), perhaps because
patients were unable to select between the non-literal and literal interpretations which
were both readily available. This pattern of findings contrasted with that seen to idioms
whose literal interpretations were implausible, e.g. ‘be on cloud nine’. These idioms did
effectively prime target words that were semantically related to their idiomatic meanings
(e.g. ‘elated’). It is possible that a relative impairment in engaging additional combinato-
rial processing to construct the implausible literal meaning of such idioms resulted in less
conflict and increased access to the stored idiomatic meaning.

3. And Vice Versa?

I have thus far argued that a psycholinguistic approach can guide research into higher-
order language dysfunction in schizophrenia. I now consider the reverse perspective. Can
studying schizophrenia offer new insights into the cognitive and neural architecture of
the normal language system?

There are, of course, important caveats in taking this approach. Schizophrenia is a
heterogeneous disorder and there is much variation in the symptoms and signs exhibited
by individual patients. In addition, most patients are on psychoactive medications that
further complicate the clinical and cognitive picture. Putting these concerns aside for
now, however, I suggest that studying language in schizophrenia may still yield some
interesting insights into the frameworks and mechanisms of normal language processing.

3.1. THE ROLE OF SEMANTIC MEMORY DURING SENTENCE PROCESSING

Traditional models of sentence parsing have generally taken their cue from generative
linguistic models which have emphasized the syntactic principles by which individually
stored lexical items (words) are combined together. According to such models, the unit
extracted from memory is a single word which is slotted into syntactic structure to assign
theta roles around a verb, thus building up the meaning of a proposition. Classic
two-stage models hold that stored relationships within semantic memory, and real-world
knowledge, influence processing only during a second stage of processing that follows
initial structure building (Ferreira and Clifton 1986; Frazier and Rayner 1982).
Constraint-based models more fully acknowledge the influences of semantic relationships
during the earliest stages of processing, but still assume that they act through the syntax,
i.e. by modulating activity of syntactic frames (Boland and Tanenhaus 1991; MacDonald
et al. 1994; Marslen-Wilson et al. 1988; Tanenhaus and Carlson 1989; Trueswell and
Tanenhaus 1994; Tyler 1992). Both types of models have usually assumed that any mean-
ing derived purely from the semantic features of words (e.g. semantic associations or
other types of semantic relationships) will challenge the syntactic structure of a sentence
and lead to increased processing costs only when the syntax is ambiguous or complex.

Over the past few years, this assumption has begun to be challenged. There is now
strong evidence that semantic relationships stored within memory impact the earliest stages
of processing words within sentences (Ferreira 2003; Kutas and Federmeier 2000), some-
times even operating to predict semantic features of upcoming words (DeLong et al. 2005;
Federmeier 2007; van Berkum et al. 2005). Various types of stored semantic information
have been shown to directly influence sentence processing, including lexical-associative
(Van Petten 1993) and featural (Federmeier and Kutas 1999) relationships, relationships
that determine the likelihood or plausibility of real-world events and states (Ferretti et al.
2001; Hagoort et al. 2004; Kuperberg et al. 2003b; McRae et al. 2005), verb-based
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selection restrictions (Friederici and Frisch 2000), animacy-based relationships (Frisch and
Schlesewsky 2001; Paczynski and Kuperberg 2009; Weckerly and Kutas 1999) and prag-
matic knowledge (Nieuwland and Kuperberg 2008; van Berkum et al. 2008). These types
of prestored relationships can, at least under some circumstances, act relatively indepen-
dently of syntax in influencing the semantic processing of incoming words within
sentences. I refer to them collectively as constituting a semantic memory-based stream of
processing. 2

Several sentence-processing frameworks have recently been developed that incorporate
this type of direct influence of stored semantic relationships, at various grains of represen-
tation, on sentence processing. Such semantic memory-based processing may operate in
parallel with mechanisms by which syntactic and semantic constraints are used together to
assign (or reassign) thematic roles, thereby constructing the full meaning of a proposition
(Kuperberg 2007). I refer to such mechanisms collectively as constituting a combinatorial
stream of processing.

In many cases, linguistic input matches stored semantic relationships. In such cases, a
semantic memory-based analysis yields representations that are plausible and ‘good
enough’ for accurate comprehension, without requiring prolonged combinatorial analysis
(Ferreira 2003). However, in some cases, semantic memory-based mechanisms may detect
a match between input and stored material, but a full combinatorial analysis yields a prop-
osition that is either syntactically unlicensed (Gunter et al. 2000), or highly semantically
implausible (Hoeks et al. 2004; Kolk and Chwilla 2007; Kuperberg et al. 2006a, 2007b,
2003b). In such cases of conflict, the comprehender is required to override the semantic
memory-based analysis and to reanalyze or continue to analyze the input combinatorially
to reach an accurate interpretation, even if this interpretation is implausible (Kolk and
Chwilla 2007; Kuperberg 2007).

This conception of sentence processing is a more dynamic one than classical models
suggest. Both semantic memory-based and full combinatorial streams of processing are
seen to function independently, and perhaps are mediated by distinct neural networks.
However, they still interact closely, resting in a state of balance such that, in cases of
conflict, memory-based mechanisms are usually overridden.

Seen in the light of this type of dynamic model, sentence-processing abnormalities in
schizophrenia may best be understood as arising from an imbalance in activity between
semantic memory-based and combinatorial mechanisms: unlike healthy controls, patients
may fail to engage in additional combinatorial processing; interpretation (and possibly pro-
duction) may therefore be driven primarily by semantic memory-based processes.

Understanding the precise nature of this imbalance – whether it originates from abnor-
malities in semantic memory-based activity, deficits in combinatorial processing, or a com-
bination of both – may allow us to work backwards to better understand the interactions
between these streams of processing in healthy individuals. In addition, studying the types
of semantic relationships that patients can and cannot use during sentence comprehension
(e.g. purely associative, categorical, those relying on particularly salient semantic features
such as animacy) may yield insights into the types of relationships that are stored and drawn
upon during normal language comprehension, and how they interact with one another.

3.2. THE ROLE OF SEMANTIC MEMORY DURING DISCOURSE PROCESSING

Models of text and discourse processing have acknowledged the critical role of semantic
memory mechanisms for some time. According to many such models, incoming semantic
relationships between individual words passively ‘resonate’ with those relationships stored
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within semantic memory. This resonance can facilitate the processing of upcoming infor-
mation, contributing to the generation of both causal and referential coherence links
across clauses (Cook et al. 1998; Kintsch 1988, 1998; McKoon and Ratcliff 1989; Myers
and O’Brien 1998; Myers et al. 1994; Sanford and Garrod 1981, 1998).

In such discourse models, however, there remain many questions about what types of
relationships resonate with incoming information and to what degree they can explain
our ability to construct different types of relationships across sentences. While pure
semantic associative relationships can account for some aspects of coherence building
across clauses, they may not always be sufficient (Kuperberg et al., Forthcoming). It
therefore seems likely that, just as in sentence processing, semantic relationships stored at
different grains of representation are drawn upon to make sense of discourse. Once again,
turning to a disorder that is characterized by both abnormalities in semantic memory as
well as in constructing coherence relationships across clauses may yield useful insights.

3.3. THE ROLE OF DOMAIN-GENERAL PROCESSES

Another assumption of traditional models is that the language system is modular, drawing
upon representations and cognitive operations that are unique to language (Fodor 1988).
In some processing models of sentence comprehension, aspects of syntactic parsing are
thought to rely on specialized working memory systems rather than more domain-general
mechanisms (Caplan and Waters 1999; Grodzinsky 2006). For example, Caplan and
Waters (1999) have suggested that some aspects of parsing are dependent on language-
specific WM resources, while general WM resources mediate semantic-syntactic integra-
tion and the full interpretation of a proposition. On the other hand, others have argued
that these systems are not so easily segregated and that both draw upon more general
WM resources (Just and Carpenter 1992).

As discussed in the accompanying article, patients with schizophrenia have poor working
memories and also show impairments in producing and comprehending syntactically com-
plex sentences. From the perspective of schizophrenia research, the main question asked has
been to what degree such general cognitive dysfunction can explain language dysfunction.
Here, I suggest that this question can be turned around: that the study of schizophrenia
may yield insights into the role of such domain-general functions in the normal language
system. Indeed, extending an ‘individual differences approach’ to patients with schizophre-
nia may be a particularly fruitful given the heterogeneity in both WM and language func-
tion within this population. For example, if, as suggested in section 3.2, online measures do
show that some stages of language processing are spared in schizophrenia, but that other
stages of comprehension are impaired, and if only the impairments can be explained by
patients’ WM deficits, this would provide compelling evidence for some specialization of
language processes. It will also be important to extend this approach to the level of dis-
course where individual differences in WM capacity pattern with individual differences in a
wide range of functions, including the establishment of co-reference and causal inferencing
(Just and Carpenter 1992; Nieuwland and van Berkum 2006; Singer and Ritchot 1996).

Finally, there has been relatively little work in healthy individuals examining relation-
ships between specific psycholinguistic processes and specific types of executive mecha-
nisms such as inhibition, selection and monitoring. As discussed in the companion article,
patients with schizophrenia perform poorly on most neuropsychological tasks of executive
function and there has been move towards defining the more specific executive mecha-
nisms that are spared or impaired in schizophrenia. Integrating this more specific approach
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to understanding patients’ executive deficits with a psycholinguistic approach may lead to
insights into these relationships in healthy individuals.

3.4. LINKS TO NON-VERBAL COMPREHENSION, THOUGHT AND BEHAVIOUR

Finally, and perhaps most speculatively, a deeper understanding of language in schizo-
phrenia may provide a window into relationships between the language system and
non-verbal higher-order thought, comprehension and behaviour. As highlighted in
section 4.1, traditional linguistic models have generally regarded language as an insular
system composed of its own sets of unique representations and processes. Again, however,
such notions have been theoretically challenged with the idea that many aspects of
higher-order thought, non-verbal comprehension and behaviour may rely on representa-
tions and combinatorial processes that are analogous to those drawn upon in the language
system (Jackendoff 2007). In addition, recent experimental evidence from our laboratory
suggests that that the comprehension of simple visual events may engage some of the
same types of neurocognitive mechanisms as those which mediate language comprehen-
sion: in a series of studies using silent non-verbal video-clips, Sitnikova et al. (2008)
showed that clips depicting events that were possible to execute, but incongruous (versus
congruous) with their context evoked an N400 effect. In contrast, clips depicting events
that were impossible to execute in semantically constraining contexts (e.g. shaving with a
rolling pin following a context in which a man applies shaving cream to his face in a
bathroom) additionally evoked a P600 effect, similar to that seen to impossible linguisti-
cally-described events (e.g. …the eggs would eat…, see section 2.3).

As reviewed in the accompanying article, the clinical language disturbances in schizo-
phrenia co-occur with many other abnormalities of thought and behaviour. For example,
symptoms of language disorganization are often seen together with a disorganization of
behaviour, while negative thought disorder co-occurs with impairments of goal-directed
behaviour. Although there has been little work exploring the neurocognitive basis of rela-
tionships between verbal and non-verbal symptoms in schizophrenia, a recent study from
our laboratory suggests that they may share some common neural mechanisms. Using the
silent video-clip paradigm described previously, Sitnikova et al. (2009) found that, within
a group of patients with schizophrenia, the magnitude of the N400 attenuation to
congruous (versus incongruous) video-clips correlated with severity of behavioural disor-
ganization. It is therefore possible that, just as increased activity within semantic memory
networks may lead to the inappropriate intrusion of semantically associated lexical items
into speech, it also leads to inappropriate intrusions of semantically related actions or enti-
ties into ongoing behaviour (Andreasen 1984). In contrast, the P600 effect was abnor-
mally attenuated in patients, and its smaller magnitude was associated with clinical ratings
of poor goal-directed behaviour. Thus, distinct neurocognitive abnormalities may under-
lie disorganization and goal-directed behaviour deficits in schizophrenia.

This type of work is in its infancy but it begins to show how it may be possible to
draw links between symptomatology of schizophrenia and mechanisms of language and
non-verbal higher-order thought and behaviour.

3.5. COGNITIVE NEUROSCIENCE OF LANGUAGE PROCESSING

At first glance, it may not be immediately obvious how studying schizophrenia can
inform our understanding of the functional neuroanatomy of language processing in the
brain. The classic, neurolinguistic models of language processing and production were
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inspired by the study of aphasic patients with discrete lesions. They held that specific
language modules were localized to distinct regions around the perisylvian fissure. Schizo-
phrenia, by contrast, is a disorder characterized by subtle but widespread structural (Ku-
perberg et al. 2003a) and functional (Bullmore and Fletcher 2003; Ford et al. 2002;
Friston 1998; Kuperberg et al. 2008; Wolf et al. 2007) abnormalities across cortical and
subcortical regions.

However, an overview of the aphasia and functional neuroimaging literatures suggests
that language processing is not confined to perisylvian regions (Osterhout et al. Forth-
coming). Rather, it is widely distributed across cortical and subcortical networks, engag-
ing not only the perisylvian cortex, but also the inferior, anterior and medial temporal
lobes, the parietal cortex, and subcortical regions including the basal ganglia and thalamus
(Dick et al. 2001; Kaan and Swaab 2002; Osterhout et al. Forthcoming; Vigneau et al.
2006).

An important question in cognitive neuroscience is how exactly these networks work
together to build meaning. Is it possible to neuroanatomically dissociate language
networks engaged in different types of psycholinguistic operations? How and at what
stage do these networks interact? Are these neural mechanisms reciprocally linked such
that an over-engagement of one network is necessarily accompanied by an under-engage-
ment of another? The study of language processing in a widespread functional disorder
such as schizophrenia may help us begin to address some of these questions.

As discussed in the accompanying article, patients with schizophrenia show abnormal
increases in activity within temporal and anterior inferior frontal cortices to semantically
associated versus non-associated word-pairs (Kuperberg et al. 2007a). As discussed in
section 2.1 of this article, patients also show abnormally reduced activity within the
DLPFC and IPC to semantically implausible sentences (Kuperberg et al. 2008). Above, I
have suggested that in healthy individuals, there is a tight interaction and balance between
combinatorial and semantic memory-based mechanisms of language processing, and that
this balance is awry in patients with schizophrenia: in patients, a failure to engage in addi-
tional combinatorial processing to make sense of highly implausible propositions may lead
to an increased dependence on semantic associations, and conversely an increased reliance
on semantic associations may bias away from additional combinatorial processing in cases
of conflict. If this is the case, then it may be possible to fully dissociate activity across
temporal-inferior frontal and DLPFC-IPC networks across patients and controls within
the same paradigm.

4. Conclusion

Schizophrenia is a highly complex disorder that affects many aspects of higher-order
thought and meaning. Language is a highly complex system. Both, arguably, are unique
to humans and there has even been some speculation that their evolution may be linked
(Crow 2000). Understanding the relationships between the two is clearly extremely
challenging. What I have argued in this review is that because language is a well-studied
system through which we have some insights into how we construct higher-order mean-
ing, and because its processing is dependent on fast, interactive and widely distributed
neural networks, psycholinguists and cognitive neuroscientists of language have an impor-
tant perspective to offer schizophrenia research. While I certainly do not conceive of
schizophrenia as serving as a well-understood model to study normal language processing,
I do suggest that examining the two systems alongside one another may lead to new
insights into the architecture of the language system.
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